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ABSTRACT
Computer science research has led to many breakthrough innova-
tions but has also been scrutinized for enabling technology that has
negative, unintended consequences for society. Given the increas-
ing discussions of ethics in the news and among researchers, we
interviewed 20 researchers in various CS sub-disciplines to identify
whether and how they consider potential unintended consequences
of their research innovations. We show that considering unintended
consequences is generally seen as important but rarely practiced.
Principal barriers are a lack of formal process and strategy as well as
the academic practice that prioritizes fast progress and publications.
Drawing on these findings, we discuss approaches to support re-
searchers in routinely considering unintended consequences, from
bringing diverse perspectives through community participation to
increasing incentives to investigate potential consequences. We
intend for our work to pave the way for routine explorations of the
societal implications of technological innovations before, during,
and after the research process.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models.

KEYWORDS
Unintended Consequences, Computer Ethics
ACM Reference Format:
Kimberly Do*†, Rock Yuren Pang*, Jiachen Jiang, and Katharina Reinecke.
2023. “That’s important, but...”: How Computer Science Researchers An-
ticipate Unintended Consequences of Their Research Innovations. In CHI

* Listed in alphabetical order. Both authors contributed equally to this research.
† Authored during REU at the University of Washington while affilitated with the
Georgia Institute of Technology.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
CHI ’23, April 23-April 28, 2023, Hamburg, Germany
© 2023 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-XXXX-X/18/06.
https://doi.org/10.1145/3544548.3581347

Conference on Human Factors in Computing Systems (CHI ’23), April 23-
April 28, 2023, Hamburg, Germany. ACM, New York, NY, USA, 16 pages.
https://doi.org/10.1145/3544548.3581347

1 INTRODUCTION
From smart glasses that invoke fears of surveillance [33] to chat-
bots that use racist language [72], our society must increasingly
protect itself against the harmful effects of our own technological
advancements — commonly referred to as unanticipated or unin-
tended consequences [82, 95]. While industry is seen as the main
offender due to its large user base and broad product impact, com-
puter science research has experienced its own fair share of cases
in which innovations have gone awry. For example, AI innovations
enabling deepfakes have fostered the spread of disinformation [63];
deep learningmodels that predict a person’s sexual orientation have
caused fierce backlash from the LGBTQ community [126]; language
models have been shown to exacerbate inequalities [122], propagate
social bias [68, 105], and intentionally produce discriminatory con-
tent [71]; and innovations in interaction design to improve usability
have simultaneously widened disparities between the experiences
of the demographic groups included or omitted from the research
and development process [118].

Research in Science and Technology Studies (STS) has docu-
mented the hopes and challenges of technological utopianism for
decades, but commonly focuses on industry and computer science
practitioners, such as software engineers [65, 94]. Computer sci-
entists in academia may face different and in some ways more
complex challenges than practitioners when considering how to
anticipate unintended consequences. For example, while their re-
search can result in widely-adopted, non-commercial or commercial
products, academic researchers commonly generate ideas and ar-
tifacts that are primarily used or extended by other researchers
within academia [69].

The recent flurry of negative media about the adverse effects
of technologies is spurring researchers in various computer sci-
ence disciplines to more commonly examine ethical implications
of their work. Human-Computer Interaction (HCI) researchers
have explored the ethics of research and technology in workshops
(e.g., [11, 127]) and various publications (e.g., [20, 22, 37, 48, 78, 80]).
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Not too long ago, ethics was proposed as one of seven grand chal-
lenges for HCI [113]. The SIGCHI research ethics committee has
been facilitating open conversations about ethical challenges in
our communities through research ethics town halls and panels at
CHI [39, 88], CSCW [24, 35], and GROUP [17]. Similar discussions
for more ethical research have been pushed in disciplines such as
natural language processing [56, 84], computer vision [29], virtual
reality [8, 13, 100], robotics [59, 121], data management [3, 114],
and data mining [50].

Most of the discussions on unintended consequences in computer
science research have centered on issues that researchers face dur-
ing the research process, such as when conducting user studies [39],
using online data [123, 124], and crowdsourcing data collection [9].
What remains unknown is whether and how computer science re-
searchers consider any potential unintended consequences of their
innovations on society. How do they incorporate such considera-
tions into their research practice, if at all, and what barriers do they
encounter?

In this paper, we explored these questions through semi-structured
interviews with 20 computer science researchers in various aca-
demic positions and sub-disciplines, including Accessibility, Aug-
mented and Virtual Reality (AR/VR), CS Education, Computer Vi-
sion (CV), Fabrication, HCI, Machine Learning (ML), Natural Lan-
guage Processing (NLP), Security, Social Computing, and Robotics.
Our findings revealed researchers’ current attitudes and practices
surrounding the unintended consequences of their research innova-
tions (Section 5.1). Concretely, we observed that researchers recog-
nize the importance of this topic, but do not proactively anticipate
potential unintended consequences in practice. In fact, thinking
about possible unintended consequences of their research innova-
tions is not an integral part of their research process. To further
unpack the reasons for their (in)actions, we identified two main
barriers to anticipating unintended consequences: (1) the lack of
formal methods and guidelines to anticipate them (Section 5.2), and
(2) academic practices that promote rapid progress and publications
(Section 5.3).

Overall, this work presents an in-depth qualitative investiga-
tion of applied computer science researchers’ current practices and
challenges in dealing with unintended consequences. As a step to-
wards more routinely considering these consequences in computer
science research, we discuss directions for future research and pro-
vide actionable recommendations to the research community and
individual researchers.

2 TERMINOLOGY
Already in 1936, Merton [82] coined the term unanticipated con-
sequences to describe unforeseen, desirable or undesirable out-
comes of one’s action. Today, most researchers refer to unforeseen
outcomes (the results of policies, technologies, or other “purpo-
sive social actions” [82]) as unintended consequences, though some
have suggested that this term conflation has caused a loss of nu-
ance [57, 95]. As we show in Figure 1, Merton’s original term of
unanticipated consequences suggests that such consequences are
always unintended. In contrast, unintended consequences can be
either unanticipated or anticipated. Parvin and Pollock have there-
fore argued that this lack of precision in terminology may lead

people “to abdicate responsibility for the perfectly foreseeable con-
sequences of particular decisions” [95, p.323]. Hence, the use of the
term unintended consequences may reduce accountability: “Phenom-
ena described as unintended consequences are deemed too difficult,
too out of scope, too out of reach, or too messy to have been dealt
with at any point in time before they created problems for someone
else. The descriptive approach works as a defensive and dismissive
strategy” [95, p.322].

Unintended 

Unanticipated Anticipated Intended

Figure 1: Terminology of anticipated, intended, unintended,
and unanticipated consequences. Unintended consequences
can be either unanticipated or anticipated.

In this paper, we use the term unintended consequences (UCs) to
purposefully broaden the discussion to include both anticipated
and unanticipated, positive or negative unintended side effects of
technology on society. Our definition includes consequences that
the instigators of an action (i.e., researchers and/or technology in-
novators) may not have addressed but could have foreseen. While
these consequences can be positive or negative in nature (and often-
times have different effects on a population), our work is inherently
oriented towards considering negative UCs more than positive ones.
In the remainder of this paper, we use “technology” for digital tech-
nology, such as hardware devices or software systems. We broadly
refer to “society” at a regional, national, or international level.

3 RELATEDWORK
Our work draws upon prior work studying values and ethics in digi-
tal technology [107] and is informed by discussions about the effects
of digital technology on society in fields such as philosophy [62, 86],
STS [64, 130, 131], social informatics [66], feminism [10, 49] and
postcolonial theories [60]. We start by showing how researchers
in these fields have long discussed various societal effects of tech-
nology before outlining the methods and approaches researchers
and practitioners have developed for mitigating unintended conse-
quences.

Critiques of Technology. Prior work in STS, and later in HCI, has
provided critical analyses of the risks and benefits of technology
in society since at least the 1960s [107, 116]. According to STS
scholar Winner, technology “embodies specific forms of power and
authority” [130] and technologists should “pay attention not only
to the making of physical instruments and processes [...], but also
the production of psychological, social, and political conditions as
a part of any significant technical change” [131].

Work on the risks of technology has been published on a broad
range of topics, including the Internet [70], health care informa-
tion technologies [6, 54], mobile phones [87, 102], smart technolo-
gies [77], machine learning [25], and social media [30, 110, 111].

The examples above provide a critical lens of the role of tech-
nology in society and caution about the unknown and differential
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effects on societies. Historically, however, most innovation research
has focused on desirable and intended consequences [104, 116]. In
2009, Sveiby and colleagues suggested that this focus could po-
tentially be due to a “pro-innovation bias among researchers and
vested interests of funding agencies” [116]. Our literature review
did not reveal whether this bias has changed in the years since.

However, we found many recent calls for more accountability
for research innovations [40, 55, 83]. Several prominent comput-
ing conferences — such as the Conference on Neural Information
Processing System (NeurIPS [15]), Annual Meetings of the Asso-
ciation for Computational Linguistics (ACL) [112], and the ACM
Conference on Intelligent User Interfaces (IUI) [2] — have begun to
experiment with ways to encourage or even require researchers to
state both the positive and negative potential implications of their
work in all paper submissions. Recent work has made several sug-
gestions for such broader impact statements based on an analysis
of these statements in NeurIPS conference proceedings [7, 76, 90].
After requiring all submissions to contain a section describing the
impact of the work, NeurIPS has since transitioned towards a check-
list system that offers additional guidance and adaptability [15].

The HCI community has been raising awareness of UCs of com-
puting research through dedicated publication tracks (e.g., Critical
Computing at CHI) and workshops [115, 120]. In particular, a CHI
2021 workshop explored how HCI researchers might think about
and report potential negative consequences stemming from their
research [115]. HCI researchers have also advocated for changes
to the peer review process to reduce negative impacts of research
innovations, suggesting that reviewers should routinely require
that papers and proposals discuss potential adverse effects [55].
Given these calls for examining the societal impacts of technol-
ogy, our work explores whether researchers adopt any methods for
anticipating the UCs of their own work.

Anticipating and Mitigating Unintended Consequences of Technol-
ogy. UCs are often dismissed as unavoidable because anticipating
what may happen in the future can be hard [95] and uncertain [89].
However, HCI researchers have developed ethics-focused design
methods to ensure the inclusion of various stakeholders in the de-
sign process (for an overview see [26]). One prominent example is
the value-sensitive design (VSD) approach by Friedman, Kahn, and
Borning [41], which can aid in understanding technology, its hu-
man value, and its context of use. The process aims to help product
teams and researchers identify alternative approaches that better
uphold their chosen values while accommodating the same con-
straints. A number of recent proposals have sought to bridge the
gap between theory and implementation by creating toolkits meant
for brainstorming about a product’s potential societal impacts. For
example, the Envisioning Cards [42] present the VSD concepts in
a clear and modular fashion [91]. In addition, stakeholder tokens
also support a VSD stakeholder analysis [134]. Prior work in HCI
has also recommended the use of Tarot Cards of Tech [81] and the
Value Cards [106] for anticipating potential UCs of specific design
choices.

Another approach for considering possible societal impacts is
through design fiction [12, 18]. As a form of speculative design [31,
73], design fiction creates a fictional future world to think through
sociotechnical issues that have relevance and implications for the

present [74, 133]. This practice has been used to reflect on potential
downsides of public data [34], technology design [53], and research
prototypes [109]. More recent work developed the design fiction
memosmethod to explore howUX practitioners engage with ethical
issues and social impact in their work [132].

The existing approaches to consider societal implications, how-
ever, were often assumed to be effective in practice [46] and might
be difficult to evaluate [12].While the toolkits often target designers
and practitioners as users [46], applying them for research projects
may pose additional complexities. We extend this line of work by
inquiring into whether computer science researchers are aware
of and proactively incorporate these tools in their research pro-
cess. Our work also explores future design implications to support
researchers to consider UCs in their research process.

Reacting to Unintended Consequences of Technology. Not much
work has investigated how practitioners and researchers react to
UCs in practice. Kling’s book on “Computerization andControversy”
shows how the power dynamics between programmers and their
employers can prevent discussions of potential ethical issues in
the products they work on [66]. As a result, computer science
professionals may feel discouraged when reacting to potential or
known UCs. Recently, an interview study showed that the Deepfake
open source contributors felt unable to control downstream uses
of their software, given the core principle of open source [128].
Researchers have occasionally written public posts in response
to public backlash or negative press after deploying a research
project [61, 92], but it is unclear whether they also do so when an
incident is less public or when it has only been anticipated (but has
not materialized). We fill this gap in prior work by studying whether
and how academic computer scientists react if they discover that
their work may have UCs.

4 METHODS
In this work, we conducted 20 semi-structured interviews to identify
and understand whether and how computer science researchers
from diverse sub-disciplines currently approach the potential UCs
of their research innovations, what barriers they may encounter,
and what design opportunities may exist to support this process.

Sampling and Participants. We used purposive sampling to select
researchers in computer science who were affiliated with institu-
tions in North America with very high research activities (R1). We
focused on North American R1 institutions to reduce potential con-
founds related to the difference in academic culture and structures,
such as funding applications and opportunities, requirements for
promotion, and the structure of Ph.D. programs. Participants were
required to work on applied research that has led, or could lead, to
systems used by the general public.

We recruited participants via email after reading their webpages
and publications to determine whether their research met our cri-
teria and to ensure diversity in levels of research experience. The
email briefly described the research goal of finding ways to support
researchers in anticipating UCs. We recruited participants until we
reached a sample that satisfied our goal of interviewing computer
science researchers from diverse disciplines and seniority levels and
until the interviews reached saturation. Although we attempted
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Table 1: Overview of CS researchers in the study.

# Institution Position Research Area Released
Public
Products

Gender

P1 Public PhD Student NLP, HCI No Male
P2 Private Assistant Professor Social Computing Yes Male
P3 Public Assistant Professor ML No Male
P4 Private Associate Professor Security, Smart-

phones, AI
Yes Male

P5 Public PhD Student NLP No Male
P6 Public Full Professor NLP Yes Female
P7 Public Full Professor Robotics Yes Male
P8 Public PhD Student Computer Vision,

ML
No Male

P9 Private PhD Student AI No Male
P10 Private PhD Student AR, VR No Female
P11 Private Assistant Professor Brain-Computer

Interfaces
No Female

P12 Private Postdoc Accessibility Yes Female
P13 Private PhD Student Fabrication, Sens-

ing
Yes Male

P14 Private Associate Professor HCI Yes Female
P15 Public Assistant Professor AR, Accessibility Yes Male
P16 Public PhD Student CS Education,

HCI
No Female

P17 Public PhD Student CS Education Yes Male
P18 Public Assistant Professor AI, Robotics No Male
P19 Public Assistant Professor Security Yes Male
P20 Public PhD Student NLP Yes Female

to sample researchers from a variety of applied sub-disciplines,
our findings may not encapsulate the thoughts and actions of all
computer science researchers.

Our final sample included 20 computer science researchers (7
female, 13 male) from 10 different academic institutions across
North America. All participants had built systems as part of their
research, and 9 had released one or more systems as (part of) a
public product. Participants held various academic positions in
their respective computer science departments (see Table 1): 10
participants were Ph.D. students or postdocs, and the remaining
10 were assistant, associate, or full professors. Our participants
worked in a variety of research areas: 9 participants described their
work as being mainly in AI or related areas (e.g. CV, ML, NLP).
The remaining participants worked on accessibility, AR/VR, CS
education, hardware, social computing, robotics, and security, or a
combination of the above. All participants had industry experience,
meaning that they have either collaborated, interned, or obtained
full-time positions in industry while working toward their research
projects.

Interview Protocol. We prefaced our interviews by loosely defin-
ing "unintended consequences" as both desirable and undesirable
outcomes of one’s research, allowing participants to further elabo-
rate on the term’s meaning.We then divided our interviews into five
sections: (1) participant research experience (e.g., research areas, ed-
ucational and professional background); (2) prior experiences with
UCs (e.g., from community norms in their sub-disciplines about con-
sidering UCs and/or their own research products have resulted in
UCs); (3) understanding whether, when, and how they consider UCs
in the research process; (4) understanding barriers to considering
UCs in the research process; (5) understanding where researchers
perceive opportunities to augment and improve the process to con-
sider UCs. To avoid response bias, we started by explaining that the

topic of UCs is relatively new to computer science. In addition to
their own experience, we asked questions about habits and norms
in researchers’ labs and communities to better understand the con-
text for their opinions and avoid participants feeling accused or put
on the spot. We used additional questions to probe three topics that
came up repeatedly: understanding whether researchers actively
anticipated UCs, understanding what may hinder them from doing
so, and understanding the design opportunities to support them in
anticipating UCs. See Supplementary Materials for the complete
list of interview questions.

Nineteen interviews were conducted remotely over Zoom, and
one was conducted in person. All participants consented to being
audio-recorded. Each interview was between 30-45 minutes long.
We made a financial donation of $15 per participant to a COVID-19
relief fund to compensate each participant for their time. The study
was determined as exempt by our Institutional Review Board (IRB).

Analysis. Our research team used an inductive thematic analy-
sis process [21] where two researchers individually reviewed and
conducted open coding on two interviews. Next, three researchers
met to create and discuss the first draft of the codebook. Two mem-
bers of the research team then independently coded several more
interviews and refined or added them to the codebook, which was
discussed with the full research team. Once consensus was reached,
all interviews were re-coded using the revised codebook.

The final codebook contained 12 top-level codes relevant to
how researchers have thought about, experienced, and responded
to UCs; it also included codes related to attitudes towards UCs
and support researchers needed to think about UCs. Finally, three
researchers used affinity diagramming to develop themes based
on our codes. Although we discussed both positive and negative
UCs in our interviews, the nature of our research led us to focus
on participants’ reports of negative UCs. We slightly edited some
of the quotes in Section 5 for readability.

Positionality. We acknowledge that our academic and profes-
sional backgrounds shape our perspectives on this topic. One au-
thor teaches computer ethics at an R1 institution. Collectively, we
are US-based researchers at two R1 universities and a large US-
based multinational corporation. Our academic backgrounds are in
Computer Science, primarily as HCI researchers.

5 RESULTS
Our analysis surfaced three high-level themes. First, we describe
current attitudes and practices surrounding the anticipation of UCs
(Section 5.1). We then discuss how the lack of a formal method
inhibits the anticipation and reaction to UCs by researchers (Sec-
tion 5.2). Finally, we show how academic practices strain efforts
to anticipate UCs (Section 5.3). Participants are identified with a
"P". For a small number of sensitive quotes, the specific research
products are omitted to provide an additional layer of anonymity.

5.1 Current Attitudes and Practices
Surrounding UCs

In our interviews, 18 out of 20 participants explicitly mentioned
that they had at least one prior experience where their research
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React to occurrences of UCs
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1 Define  
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2 Design 
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4 Draft  
Papers
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Reality
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Post-publication 
deployment

7

Figure 2: Stages in the research process during which UCs should be considered based on our interview results. Our findings
suggest that considering potential UCs should ideally occur throughout the research process (i.e., the dashed green arrow), but
that it is currently only done in reaction (i.e., the dashed red arrow) when writing grant applications, IRB applications, and
ethics statements, if at all.

innovations had UCs after deployment or testing. All 20 partici-
pants unanimously emphasized the importance and responsibility
of researchers to consider UCs throughout the research processes.
To illustrate when our participants suggested ideally considering
UCs, we present an overview of the research process in Figure 2. It
shows that our participants indicated that UCs should ideally be
considered throughout the research process, ranging from problem
definition to publication and public deployment. In reality, we ob-
served participants only anticipate UCs when they are required to
do so, such as when writing broader impacts statements for grants,
IRB applications, or ethics statements for conferences. We will pro-
vide more details describing how participants told us how they use
these artifacts for reflecting on UCs in later sections (Section 5.1
and Section 5.2).

Despite the ideal circumstances for considering UCs, our analysis
showed that none of our participants proactively consider them in
the research process. Hence, while participants see the impor-
tance of anticipating UCs, they rarely take actions to do so. In
fact, 10 participants self-described that they “do not spend enough
time thinking about UCs,” and 4 participants explicitly mentioned
that they “do not spend any time thinking about UCs.”

Despite not proactively anticipating UCs, our interviews revealed
that potential UCs are occasionally discussed through in-
formal, serendipitous conversations, but there is no formal
process. Through our interviews, we found that researchers were
sometimes made aware of potential UCs through informal con-
versations with their colleagues and collaborators. They recalled
anticipating UCs during lab presentations or meetings, though infre-
quently. For example, P6 mentioned that collaborators sometimes
share concerns, including potential UCs, on a case-by-case basis
during project meetings. When asked when they think of UCs in
their research, P6 remarked that they do so “on and off. I mean, the
thought is generally there [...] because it’s not like the research projects
change so often.” While giving informal research presentations in
their lab, P1 welcomed feedback on potential UCs, but bewailed
that “just talking about a research project doesn’t necessarily provide

an invitation for talking about UCs.” Many researchers shared simi-
lar experiences of learning about potential UCs through informal
conversations or presentations, but also receiving limited feedback
(P1, P4, P6, P7, P9, P10, P12, P16-17). For example, P16 shared her
experiences on how “[Talking about UCs] is kind of something that
just happens, during meetings, when if somebody just has a question
to discuss, ‘Oh, I don’t know if that’s a great idea because of this and
that.’ ” However, P16 also expressed that such an approach is “not
like a formal [discussion to] make sure that we’re going through every
aspect of this tool and making sure it’s not going to have these negative
consequences.” Later P16 stated that the informal, or “accidental,”
conversations on UCs are not an ideal solution.

In addition to these informal conversations, participants com-
monly react to UCs only after creating tangible research
artifacts which can range from deployment and/or testing to
post-publication. Of the 18 participants that shared specific expe-
riences, 13 specifically recounted how experiencing UCs impacted
later research decisions, such as making adjustments to a current
research project (P5, P7, P17), identifying a new research direction
(P12, P14, P19), terminating a research project or idea (P10-11, P13),
or consulting expert assistance (P2, P4, P6, P11, P18). For example,
P2 shared their experience when testing a content-sharing appli-
cation in a user evaluation. P2 realized that some audiences found
“some content might not be appropriate for them.” Therefore, they
spent more time on content moderation than originally planned.
Similarly, during post-publication, dissemination of results through
methods such as social media may also heighten awareness that
research innovations can have undesired societal impacts on re-
searchers. For example, P10 told us:

“People put that [my] research project on Reddit. And
there was like, a whole bunch of comments on Reddit on
my research video [...] Like, there was something that
I didn’t think about [...] And it was kind of something
that actually led me to change research topics.”
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P20 described their experience with a prototype system that
received over 1 million adversarial examples from public auditing.
They spent nights debugging the system, replying to users’ critiques
on Twitter, and issued a public disclaimer in the end. P20 recounted
the outcome of their experience:

“When we initially released the archive paper [...], we
didn’t expect a lot of people would just play with a demo,
because that’s usually how these research prototypes
are. [B]ut when we released the demo, suddenly, a lot of
people played with it. So yeah, we never thought people
would have had such an explosive discussion of this.”

As a result of reacting to UCs, participants became aware of the
impact of their research products on users or society. While our
participants took different actions to react to UCs, ranging from
issuing public disclaimers (P6, P20), to debugging the system (P1-3,
P5, P7-8, P14-16, P20), and shifting research direction (P2, P10), our
interviews did not capture a standard procedure for anticipating
UCs, such as a dedicated time and research procedure. Nonetheless,
some participants regretted considering UCs only after a specific
incident had occurred. As P5 put, “A lot of people do treat [UCs] as
an afterthought. And it’s kind of unfortunate.”

We also found that many participants unintentionally de-
flect responsibility for considering UCs, believing that their
research is unlikely to cause enough harm to warrant seri-
ous consideration of UCs. Under the following subtheme, we
describe researchers’ acts of and justifications for this unintentional
deflection.

Although all participants recognized the significance of antici-
pating UCs, some questioned whether researchers were personally
responsible for anticipating the UCs of their research. While none
of our participants stated that they ignore UCs altogether, several
of them described that they are familiar with colleagues in the re-
search community who disregard their work’s societal implications
(P6-8). As P8 put it, “[Some colleagues might think] scientists are
not responsible for broader impacts [...] They do research and then
let policymakers or someone else think [about them].” Similarly, P6
asserted that “there are some machine learning people who think [...]
I am going to focus on algorithms and not worry about social issues.”

In contrast, some participants felt that researchers are responsi-
ble for the UCs of their work because they are the creators of new
technologies. For example, P12 explained that:

“Researchers and anyone who is bringing these ideas to
light, I think they need to be responsible for what they’re
saying, or at least be able to say whether they have
discussed or kind of attempted to figure out what kind
of impacts or implications are for whatever information
they’re presenting to the world.”

Despite the perceived responsibility of some participants, oth-
ers worry that they lack the influence or foresight to engage with
broader societal consequences. For example, P5 described working
on a computer vision project that ultimately made it “easier for the
NSA [National Security Agency] to spy on people,” but they neither
anticipated nor reacted to this specific incident. They reconciled
themselves with working on it because “that is kind of why they
were funding us.” Similarly, P20 shared that it is “extremely diffi-
cult to predict what can go wrong without seeing how [the research

product] works in the real world, as an NLP researcher.” Moreover,
some participants felt that how their research is used by others
is beyond their own responsibility. To them, UCs were unfortu-
nate, yet inevitable repercussions of research, but not necessarily a
responsibility to consider or feasibly address.

We also found that the Institutional Review Board (IRB) ap-
plications are mistakenly relied upon to alert researchers
about the potential for UCs. When asked about how they con-
sider UCs in their research, some participants shared that they rely
on the IRB application (P3, P8, P10-11, P13). P13 thought that “the
[IRB] committee does a good job and eliminates most of the foreseeable
negative effects [of their submitted research projects].” Likewise, P16
expressed similar confidence in the IRB application: “The whole
point of the IRB is that we’re doing things ethically, right? [...] So yeah,
I think [considering unintended consequences] falls under the same
jurisdiction of [the IRB].”

Others were well aware that the IRB process is not designed
to anticipate UCs. For example, P10 noted that although the IRB
considers “[unintended] consequences in terms of individual par-
ticipants, it does not specifically consider general consequences and
consequently leaves the responsibility of considering unintended con-
sequences to individual [researchers] to do it.” P15 explained that the
IRB application might not properly address non-human subjects
research and stated that “many AI projects where you don’t interact
with participants” are not even considered by the IRB. Although
the IRB application considers participant ethics, it is not designed
to anticipate UCs on society beyond those related to participants.
The observation made intuitive sense as the Common Rule, which
governs the IRBs in the U.S., specifically disallows review of UCs
to human society [38].

As noted above, all participants recognized the importance of
considering UCs. Nevertheless, we observed that participants un-
derestimated the potential UCs of their own research because
the primary goal of most research is to produce societal bene-
fit. In general, researchers equated good intentions with producing
less social harm. For example, P4 explained that “there is a pretty big
distinction between [my] research [...], which tends to be very specif-
ically targeted towards what hopefully will be societal good,” and
“technologies that have caused more problems,” specifying that their
intent to create technologies with social benefit lessens the need to
scrutinize potential UCs. P16 explicitly stated that “researchers like
us aren’t trying to create something that could be harmful.” Similarly,
P6 noted that:

“By design, my research is really geared towards miti-
gating the problem that’s out there, so it doesn’t make
sense for me to worry about the negative consequences
[. . . ] or think about the ethical concerns as much. Be-
cause it doesn’t seem to apply.”

Although initially provided with a clarifying definition of UCs,
multiple participants assumed that the positive, intended conse-
quences of their research would reduce or eliminate its potential
negative consequences, leading them to neglect considering UCs.

Additionally, other participants felt that there was no need for
them to consider potential UCs because they perceived their re-
search as unlikely to be misused. For example, P5 indicated that
they are not as concerned with large-scale UCs because their work
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is mostly hidden from the public. As an NLP researcher, they ex-
plained that “if anyone wanted to, like really generate fake news,
at scale, they probably wouldn’t even have used our model.” Inci-
dentally, many participants across multiple sub-disciplines shared
this sentiment, but none could explain at what stage their research
would require investigating potential UCs. Nearly all researchers
explained that because their research created developmental tech-
nologies that might lead to “future work” [P20], they felt that any
potential misuse of their research would not generate sufficient
harm for them to need to consider UCs earlier on. In the words of
P7, “because there are no consequences in academia, researchers have
to get really worked up about [considering UCs].”

In summary, we found that our participants perceive considering
UCs to be important, but they rarely take proactive steps to address
this issue. Instead, they react to UCs when they occur. As P19 said, “I
still think that’s important, but I just think it’s really hard.” Perhaps
due to this attitude, many researchers unintentionally deflected
responsibility for four key reasons: reliance on others to consider
UCs, dependence on the IRB application to anticipate UCs, belief
that research motives equated with reduced social harm, and doubt
about the potential social impact of their work.

5.2 Researchers Lack Formal Methods and
Guidelines for Anticipating UCs

Although participants understood the significance of anticipating
and responding to UCs in their research, they generally felt unsure
of how to approach this issue. Many participants reported that a
lack of understanding and experience of UCs reduced their ability
to anticipate and/or react to UCs. In this section, we delve into a list
of barriers we identified from our interviews: a lack of systematic
guidelines for anticipating UCs, a lack of experience and knowledge
in UCs which hindered researchers’ ability to anticipate and react
to UCs, and a lack of opportunities to work with collaborators from
diverse backgrounds and skill sets which also hindered efforts to
anticipate UCs.

Many researchers lamented a lack of systematic guidelines
for brainstorming about UCs and for knowing how to antic-
ipate UCs. P10 expressed that many conferences do not provide
sufficient support — such as “predefined infrastructure or scaffolding
approach for thinking about them”, despite requirements for broader
impacts or ethics statements. As a result, researchers can feel that
“it’s really on the individuals to do [anticipate UCs].” Compared to
existing specific AI-related checklist [28, 45, 79], a guideline can
inform “at what point you know if we could potentially have some
very negative unintended consequences,” “who should we bring in,”
“what kind of outside expert would be the most appropriate for this.”
[P3]

Many participants yearned for guidelines to assist with anticipat-
ing UCs. P16 noted how a checklist for anticipating UCs could help
researchers confirm “that they thought about [UCs] thoroughly." In
addition, P8, who expected to release an open-source CV demo, ex-
pressed a “need to develop some type of guidelines and policy for how
much evaluation is sufficient [before deploying public technologies].”

Several participants also suggested the benefit of showcasing
past UCs that others have anticipated or reacted. For example, P12
acknowledged how they had learned to anticipate UCs based on

previous experiences, so “a resource of common problems [...] of the
past might be helpful, so I don’t make any of the mistakes that people
have already made.” P10 suggested several potential resources for
anticipating UCs including “somemodel examples of papers that have
done a good job, researchers or research groups that have done a good
job, [...] guidelines for how to approach [UCs] to begin with, [...] and
thought experiments in thinking about how to how to come up with
[UCs].” Similarly, P19 emphasized the impact of highlighting “very
impactful paper[s] that include ethical statements and win an ACM
award” as a way to not only provide guidance on how to structure
writing about UCs, but also serve as “exemplars of papers” that
demonstrate the importance of anticipating UCs to the academic
community.

Similarly, the broader impact or ethics statements— in grant
applications and paper submissions — are insufficient in ade-
quately accounting for UCs. In grant applications, for example,
P12 mentioned researchers might inaccurately portray the impact
of their research, which “is typically framed in a positive light rather
than a negative light,” in an effort to receive funding. The broader
ethics statement that some conferences require were also discussed
multiple times in our interviews. Although our participants viewed
ethics and impact statements as the first step to anticipating UCs,
they considered them as “superficial” solutions. P14 explained that,
to many researchers, broader impact statements felt more like for-
malities that “researchers [have] to do to get publications, because
that’s what helps them in their careers.” The broader ethics statement
may make researchers only “think about unintended consequences
or these other societal issues when they are writing”, rather than
“when they are designing studies.” [P17] Additionally, we note that
participants also feel conflicted about the effectiveness of these
statements at guiding researchers to thoughtfully anticipate UCs
throughout their research process. P12 worried that simply report-
ing UCs, rather than acting on them, does not sufficiently protect
against the implications of negatively-impacting research. P8 added
the limitation from a reviewer’s perspective:

“[A broader impacts statement] doesn’t really do any-
thing, this is just like, a bandage on like a deeper wound
of really investigating [...] whether or not a project
should be pursued or not [...] Most reviewers when they
read a paper to decide to accept to a conference or jour-
nal, won’t really seriously considered the broader im-
pacts when deciding to accept or reject the paper.”

Moreover, many participants added that a general lack of ex-
perience and knowledge in UCs hindered their ability to
anticipate and react to UCs in their research. Our interviews
indicated that new faculty and junior researchers (e.g., graduate
students, postdocs) were most likely to feel unsupported and ill-
equipped when anticipating UCs. In particular, several participants
shared their experiences with anticipating and addressing UCs as
junior researchers. For example, P12 reflected on how, after expe-
riencing a UC in their career, they realized that they did not have
the research experience and foresight to anticipate any negative
UCs, stating that they “[were] overly optimistic [...] about what the
realistic [consequences were] going to be [and] sort of unaware of the
[potential unintended consequences].” Other junior researchers also
recognized how their limited research experiences prevent them
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from anticipating UCs; therefore, to anticipate UCs, these junior
researchers depend on their advisors to account for potential UCs
(P1, P9-10, P13, P17). For example, P13 recounted an interaction
with their advisor at the beginning of their Ph.D. where their “PI
basically turned [a research idea] down because it [could] have some
negative use cases.” Some junior researchers shared that they lack
opportunities to consider UCs because of their mainly independent
work. P1, a Ph.D. student, noted that their lack of collaborators led
them to consult “mostly [the] advisors in [their] labs” to receive feed-
back about UCs. Additionally, P17 also acknowledged that “maybe
others have seen multiple things, or you get more perspectives or more
voices. But that’s generally not the case for an average Ph.D. student,
it’s usually a one-to-one relationship with an advisor when they’re
starting [a Ph.D.]”

In particular, junior researchers’ limited research experiences
and mostly independent research work often meant that they were
unable to properly account for UCs without the assistance of their
advisors. Therefore, junior researchers might assume that more se-
nior faculty would have already anticipated negative consequences.
For example, P17, a Ph.D. student, explained that his advisor played
a large role in screening his proposals for any potential UCs that
they were simply unaware of. They explained that:

“I think [advisors] have realized [what the possible un-
intended consequences are] already [because] they went
through the process, through writing what they have
seen in the community [...] And if you spend enough
time in the community, you get to know those norms
implicitly.”

Further, several participants noted how new faculty also face
difficulties when anticipating UCs. P18, a new faculty member,
shared their thoughts on confronting UCs: “I feel like there’s a
responsibility there, but I also feel so incredibly ill-equipped to do
anything useful about it.” P19, another junior faculty member, also
commented on the knowledge-based limitations that new faculty
face in anticipating UCs and questioned their ability to consider
“the ethical reasoning about [a research project] if I’m not personally
very educated on it.”

Ironically, several faculty members noted that most students
now enroll in ethics courses, and they therefore believed that stu-
dents are sufficiently prepared to confront ethical problems in their
research [P4, P6, P16]. However, our observation indicated that
students and even junior faculty members may feel unable and un-
empowered to approach UCs without the support of their advisors
and peers. We recognize how throughout the research pipeline,
many researchers — including graduate students and faculty mem-
bers — face knowledge barriers when anticipating UCs. Ultimately,
these findings illustrate the lack of knowledge-based resources that
all researchers face throughout the research pipeline.

Exacerbating these knowledge barriers, sharing and learning
from prior experiences in computer science is largely unsup-
ported, both individually and at a research community level.
Participants stated that reporting UCs during or after publication
made it difficult for other researchers to gain awareness of potential
pitfalls others have encountered. For example, P11 shared their pro-
cess for anticipating UCs and explained how they reviewed “other
papers that do similar work to see how they’ve done if they documented

anything, [but] a lot of times they don’t.” Similarly, P19 suggested
“having checkpoints where you share sort of interim progress that you
make with the community” so that other researchers can identify
and anticipate when potential UCs could occur during the research
process. Notably, P14 and P16, who realized the UCs of their work
only after publication and deployment, reported that they could not
revise their papers without either retracting the work altogether or
adding significantly more contributions to the original work. As
P16 explained:

“And now [that] we’re seeing that there are some un-
intended consequences, there should be a way for me
as the researcher, so that I have the responsibility to go
over to that, wherever it’s published, and comment on
it and be like, here’s an update or whatever, so that the
community knows.”

To these researchers, reporting UCs was burdensome and po-
tentially harmful to their careers, but they both felt willing and
obligated to report these updates. Nonetheless, due to significant
structural barriers, none of these researchers were able to share
these contributions.

Lastly, many researchers suggested that a lack of opportunities
to work with collaborators from diverse backgrounds and
skill sets also hindered efforts to anticipate UCs. In general,
many researchers believed that more opportunities to work with
collaborators from diverse backgrounds and skill sets could better
support anticipating UCs by enabling the exchange of different
viewpoints (P1-2, P8, P11-12, P14-15). For example, P12 asserted
the importance of “be[ing] able to get feedback from people with dif-
ferent life experiences and expertise.” In contrast, several researchers
reported attending ethics workshops at conferences enabled them
to gain feedback about potential UCs from others (P1, P4, P17).
For example, P9 specified that meeting with others at conference
workshops allowed “leading researchers and also students [to] come
together, [and] would help the community a lot in terms of figuring
out [broader impacts].” Additionally, two researchers mentioned
their participation in university-level ethics board (P12, P18). In
particular, P12 shared how their experience with volunteering at
their university’s ethics board enabled them to “identify problem[s]
that a lot of people face...and provide a resource [of] people who had
different research experience in diverse areas” P1 also expressed their
enthusiasm for greater diversity in computer science labs:

“I would [want] to have more people like even just peo-
ple in my lab that have more diverse experiences and
backgrounds. I think that we already do have that and
that’s why I’m saying that I’ve noticed that this is super
helpful when talking about unintended consequences.”

Further, participants explained how several barriers (related to
current academic practices, Section 5.3) prevented them from work-
ing with others. For example, P3 shared how they usually had
enough time to ask for external help only to conduct “sanity checks”
but otherwise lacked time to officially “bring in outside experts.”
Other participants intentionally chose to collaborate within their
own labs because it was assumed that their peers would offer suffi-
cient feedback and suggest potential UCs during lab meetings, P13
noted that their lab did not seek external collaborations.
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Participants also specified that diversity and inclusivity had di-
rectly impacted their research projects. In particular, P15, an ac-
cessibility researcher, shared how a recent collaboration “with a
researcher with a disability” helped their lab “[learn] a lot from their
experience and [brought] in perspective from those communities.” Ad-
ditionally, P14 shared that lacking a diverse team of researchers
on a past research experience led to a UC that users found “deeply
offensive” ; P14 also highlighted how this experience led to future
collaborations with more diverse teams and the use of participa-
tory design methods. Generally, researchers agreed that diverse re-
searchers could better help anticipate UCs by considering a greater
variety of perspectives.

5.3 Academic Practices Strain Efforts to
Anticipate UCs

Despite growing attempts to encourage anticipating UCs in re-
search, we found that the “move-fast” academic practice strains
efforts to consider UCs. Under this theme, we identified a list
of barriers to elaborate how existing academic practices influence
researchers’ actions and attitudes towards UCs. In particular, we
describe how academic pressures to publish frequently impacts
researchers’ considerations of UCs.

First, several participants described that they did not have enough
time to devote to thinking about UCs. Participants felt that consid-
ering UCs was additional work that might conflict with their
goals to publish quickly. To fully consider the social impacts, par-
ticipants need to balance between moving fast and slowing down
to brainstorm the future. Usually researchers chose to move fast,
despite their hope to slow down ethically. P3 described their atti-
tudes towards considering UCs while working on research projects:
“ I think we all have a tendency to try to move fast and [think] ‘Oh
no, I don’t want to stop and think about [unintended consequences], I
want to keep going [...] to get the results.”’ For example, P1 described
that they prioritized the “technical or theoretical hurdles” and con-
sidering UCs is “never one of those hurdles [...] never something that
you explicitly approached with.”

Participants frequently commented that this academic pressure
created incentives for producing more publications, rather than
promoting ethical considerations. To some participants like P8, the
result of this incentives system is the widespread belief that UCs
are non-essential and “just adds more burden on the researcher.” P19
explained: “In academia, the incentives are lacking [and] misaligned,
which kind of feeds into that broader system and whole obsession over
count metrics, so people try as hard as possible to publish as much
as fast as possible.” Similarly, P2 commented: “ Incentives within
[academic] systemsmay lead [researchers] to prioritize or de-prioritize
things based on what’s most valuable: so in academia that will be
publications.” P14, an associate professor in HCI, also scrutinized the
research practices of AI and ML researchers, who “can start a project
at the first one month and have a written paper in three months.” They
continued that this oftentimes leads to “unethical work that have
high citation rates and high rates of turning out publications.”

The “move-fast” academic practicemakes junior researchers
difficult to consider UCs. P7, a full professor at an R1 university,
elaborated:

“[J]unior faculty, sometimes they don’t have the time,
the mind space, or the clarity to think about these issues,
because [they’re] just busy doing other things. I don’t
fault them for that. It’s just [I] don’t think we’re creating
an environment such that they have enough oxygen to
think about these issues. So I think that’s something for
us as a community to think about is just how do we,
how do we build a space? And how do we build the time
such that people are educated about these issues, and
then have the opportunity to develop nuanced thoughts
on them?”

Ultimately, these comments by our participants revealed that
the unfortunate by-product of the academic pressure to publish
inadvertently encouraged a system where researchers may fail to
have the time for, or even see the value of, considering UCs in their
research.

On a positive note, while participants expressed frustration with
the academic system, some also mentioned how things might be
slowly starting to change. P15 shared an experience where they
worked with a student who pointed out significant ethical con-
siderations that they had overlooked for a research project using
information learned from “a particular [ethics] class that that [the
student] took”.

As P6, a full professor in NLP, told us:
“I have more hope for the new generation, the new gen-
eration of students, because they tend to be more con-
cerned about it in general, which might be to do with
the fact that they somehow learned about it during their
college education, for example, they may have had a
class about ethics and inequality.”

Hence, with an increase in ethics courses, a general increase in
awareness, and with systemic changes that mitigate barriers for
considering UCs, academics may become more conscientious and
incentivized to think about societal impacts of their work in the
future.

6 DISCUSSION
Our findings demonstrate that computer science researchers in
our study do not formally consider any potential societal impacts
of their research innovations, despite perceiving it as important.
Participants contemplated potential societal impacts of their inno-
vations only in hindsight, such as when they were required to write
a broader impact statement for a conference. They responded to
individual incidents, such as when receiving participant feedback
or getting bad press, instead of actively considering the topic. We
contend that this observation is troublesome, as argued by Pillai
et al. [44, p.2]: “Unless ethics is integrated in every aspect of the
design process and educational curriculum, it is bound to be an
afterthought and thus inadequate in identifying and addressing
ethical issues.”

While our participants generally suggested the need to proac-
tively consider UCs, we identified various knowledge and structural
barriers that currently prevent them from doing so. First, partic-
ipants felt that the lack of considering UCs is due to academic
practices promoting fast progress and publications. In their eyes,
the pressure to publish encourages researchers to de-prioritize and
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Table 2: Five Causes of Unanticipated Consequences by
Robert Merton [82]

Ignorance: Lack of knowledge, experience, expertise, and prudent investigation
of a problem.
Errors: Incorrect reasoning, analysis techniques, and interpretation of a problem.
Imperious immediacy of interest: Actor’s paramount concern with the foreseen
immediate consequences excludes the consideration of further or other conse-
quences of the same act.
Basic Values: No consideration of further consequences because of the felt neces-
sity of certain actions enjoined by certain fundamental values.
Self-defeating prophecies: Predictions are frequently not sustained precisely
because the prediction has become a new element in the concrete situation.

resist any form of stepping back and considering long-term effects.
Several interviewees felt that spending time evaluating potential
UCs slowed their momentum when conducting actual research.

Second, we identified that researchers lack guidelines, tools, and
methods for considering UCs. None of our participants reported
using any of the existing tools for brainstorming about potential
societal impacts, such as the Envisioning Cards [42] or the Tarot
Cards of Tech [5]. They also suggested that there are no approaches
or processes for thinking through the societal implications of their
research that they felt genuinely satisfied with.

Third, participants mentioned the lack of demographic diversity
in collaborators and other academics, which they felt could enrich
different viewpoints and experiences. This is a known structural
issue in computer science, an occupational group that is heavily
skewed towards white males [32]. Although the U.S. student pop-
ulation is becoming more diverse, faculty members and general
academics remain predominantly white and male [19]. Further-
more, in a number of fields, most research published at high-profile
venues is conducted in Western countries, with only Western par-
ticipants [75]. This means that research and innovation processes
are distanced from the lives and experiences of many of their future
users. Additionally, innovations can affect different kinds of people
in unpredictable ways. This lack of diverse viewpoints and experi-
ences characterized innovations that are biased against minority
populations [52, 97].

Our exploration of the barriers to researchers’ (in)actions res-
onates with Merton’s five causes of UCs (see Table 2) [82] and
enables us to place his theory in the academic context today. For
example, Merton described how ignorance (i.e., a lack of knowl-
edge and experience) can lead to UCs. We saw ignorance being
part of the issue in the results of our study, with many researchers
lacking the know-how to anticipate UCs and the experience of
thinking about potential impacts from diverse perspectives. Merton
also suggested that UCs can be caused by an “imperious immedi-
acy of interest,” with people being driven to focus on the foreseen,
desired consequences. As our participants mentioned, academic
pressures to publish could exacerbate the desire to meet intended
consequences, such as developing a technology for the purpose
of publication and/or getting a degree or promotion. They may
therefore unconsciously or consciously ignore unintended effects.

Our results indicate that researchers would more routinely con-
sider UCs if they felt that their research outcomes had a future
impact on society. As it is, many deflect responsibility to those
whose research they believe is more likely to influence products.

The insight surprised us given that all interviewees were selected
based on their work in applied research areas, and all had previously
worked for research spin-offs, open-source projects, or companies.
It suggests that there may be a gap between the impact academics
think their work will have and the actual risk of UCs. However, the
finding is in line with recent work [7, 90] analyzing the text included
in the broader impact statements for NeurIPS conference papers.
Their results show that authors rarely state who is responsible for
preventing negative impacts, and if they do, it is often a call for
action rather than a statement of adopting personal responsibility.

Several participants mentioned that they relied on their IRBs to
alert them to potential UCs, wrongfully assuming that this “falls un-
der the same jurisdiction.” While providing such structure or access
could certainly help, it may risk replacing researchers’ responsibili-
ties with “legalistic bureaucracy,” a known criticism of the IRB [22].
This is the case for ethics checklists as well, such as those designed
to guide practitioners’ development of AI systems, which have
been found to obfuscate responsibility while additionally being too
abstract or ignored [79]. Nevertheless, the finding emphasizes the
need for computer science researchers to receive more guidance in
thinking through societal implications, be it through an IRB-like
structure or access to ethic experts who can provide guidance.

The deflection of responsibility could be attributed to insuffi-
cient prior experiences with computing ethics and awareness of
cautionary tales of innovations that had negative societal impacts.
In fact, many participants cited their limited experience as a bar-
rier to thinking about potential ethics pitfalls. This may be slowly
changing as more universities now offer ethics classes as part of
their computer science curriculum [36], which, as several senior
faculty interviewees noted, is how their students gain experience
with considering these consequences. With an increase in ethics
education and a generally heightened mindfulness of these issues
due to media attention and public outcries, we may look back and
be surprised that computer science researchers do not regularly
consider ethical consequences in the research process. We remain
hopeful, but our findings also show that overcoming barriers will
require a holistic approach to restructuring academia. In the fol-
lowing, we discuss how to better support researchers anticipating
UCs.

7 SUPPORTING CONSIDERATION OF
POTENTIAL UCS OF RESEARCH
INNOVATIONS

Our analysis suggests that there is still a long way to go before
UCs are fully taken into account by researchers, despite recent
calls to do so. Our work, however, does not contend that all com-
puter science researchers should be ethicists to address the issue.
Instead, by properly anticipating these incidents of varying sever-
ity [47], researchers might also avoid suffering from their own
reputation tarnishing and unexpectedly developing harmful tech-
nologies. Releasing technology innovations into the wild without
fully considering their effects on society is arguably a very large
human-subject experiment with unknown outcomes. Our work
reveals that considering societal impacts, at this point, is primarily
an individual responsibility and that some form of oversight should
be in place. While structural changes may be needed to overcome



“That’s important, but...”: How Computer Science Researchers Anticipate Unintended Consequences
of Their Research Innovations CHI ’23, April 23-April 28, 2023, Hamburg, Germany

these issues, we offer concrete suggestions for tangible next steps
as follows.

Collect and disseminate case studies of UCs that were the
result of computer science research innovations. Our findings
suggest that participants sometimes felt their own research to be
too prototypical and too removed from public release to cause UCs.
Others believed that certain research, especially if the goal is to
address a societal issue, was less likely to result in UCs. These find-
ings suggest the need for information that could raise awareness
of UCs that resulted from varied research innovations. Concretely,
we suggest collecting and disseminating case studies of the societal
impacts of computer science research, which can serve as an infor-
mational resource for teaching new and experienced researchers
about prior work that has had (differential) negative effects on soci-
ety. It is crucial that such case studies and other relevant resources
demonstrate different aspects of UCs on innovations that might be
otherwise overlooked. Moreover, collecting such resources should
be an invitation to collectively learn from past mistakes instead of
finger-pointing, and their submission should be encouraged, such
as by providing specific awards.

Develop tools that support learning and brainstorming
about UCs. Our study shows that researchers need more struc-
tured guidance to think through potential societal impacts. While
some tools already exist, such as the Tarot Cards of Tech or Envi-
sioning Cards, these often target practitioners and are not always
suitable for research artifacts. They also require much time and
cognitive effort to brainstorm about UCs. Moreover, anticipating
the downstream uses and effects of research innovations is a noto-
riously difficult problem [98]. Since a majority of our participants
relied on their peers’ knowledge of prior UC experiences, creativ-
ity support tools, such as those that cluster ideas from previous
users to support the generation of more diverse ideas [108], could
promote sharing of UCs within communities. Such collaborative
ideation tools could also serve as one approach for engaging citizen
scientists in the research process.

Increase access to input from diverse people in research
design and development. Our results show the benefits of more
demographic diversity among researchers, so their projects can be
conceived and evolve with input from people with varying values
and experiences. In particular, several participants mentioned how,
especially when attending alongside a diverse panel of researchers,
participating in ethics workshops at conferences supported con-
versations and considerations about ethics in their research. This
suggestion also reflects discussions by Kling [65], who encouraged
computer science practitioners to apply diverse perspectives from
other fields (e.g., the social sciences) to recognize potential societal
implications, and Hankerson et al. [52], who suggested that hiring
more diverse people at every level could help mitigate racial biases
in technology.

While these suggestions are long-term goals, a more immediate
suggestion, inspired by human-centered design practices, is to en-
gage with diverse participants of varying backgrounds, skills, and
characteristics to ideate and test new technologies. For example,
researchers have found that unrepresentative participant sampling

may lead to the creation of non-generalizable technologies that am-
plify existing inequities [75, 103]. Similarly, to prevent further social
inequity in technology, we also propose the use of participatory
and co-design methods, which have been shown to more equitably
and effectively inform technologies by directly identifying user
needs [117, 125].

Second, we suggest inviting the public to routinely shape re-
search ideas and ongoing projects with comments and feedback.
For example, Johnson and Crivellaro designed a community panel
to create dialogic spaces that foster critical engagements with tech-
nologies and social issues for the purpose of reviewing research
proposals on HCI [43]. Many citizen science projects witnessed rad-
ical improvements due to public contributions [51]. These projects
offer a give and take, with researchers receiving help collecting,
annotating, and analyzing data in exchange for an educational gain
for citizen scientists [85, 101]. A similar involvement of citizen sci-
entists in evaluating the societal impacts of research innovations
(at all stages of the research process) could benefit both researchers
and the public.

Of course, such involvement requires precautions. For example,
participatory methods might bring unequal power dynamics and
risk over-reliance on citizen scientists who may not be experienced
and knowledgeable in examining these issues [16]. Researchers
may also be hesitant to openly discuss their ideas before they are
published. This may be mitigated by allowing the preregistration
of ideas (similar to what has been encouraged for research stud-
ies [27, 93]). Overall, we believe that allowing the public to have a
voice in evaluating the societal implications of research projects on
them will be a challenging but rewarding endeavor.

Increase incentives to investigate UCs at various stages
of the research process. Our findings suggest that academics
may have a lower incentive to investigate UCs than companies do,
because they often do not perceive their research as immediately
affecting large numbers of users and because they are less likely to
face direct public backlash. While any additional task will be per-
ceived as burdensome, we can learn from several efforts to improve
scientific practices. For example, conferences have included tracks
that auto-accept papers if researchers preregister their studies [58].
Several venues have also encouraged the replication of studies to
improve the quality of science [129]. Similarly, computer science
venues could encourage the publication of auditing research arti-
facts [99] by providing special tracks. To support such early audits,
these venues could additionally allow for submissions of experience
reports that describe how a research project was modified or even
canceled due to the discovery of unanticipated societal impacts.
According to our participants, researchers would greatly benefit
from learning about such experiences to prevent UCs in the future.

Additionally, conferences, research methods classes, and advi-
sors should reframe finding negative UCs as an opportunity. Of-
tentimes, analyzing a project for disparate outcomes can “serve
as a starting point for another research project” [2]. For example,
prior work on language models has suggested that discussing the
potential harms of this technology can “stimulate efforts to study
and mitigate them” [23, p. 34]. Similarly, research communities
should consider rewarding researchers for uncovering and address-
ing societal consequences and provide venues for openly debating
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whether research efforts should continue, be abandoned, or change
direction.

Finally, as our participants suggested, adding “lessons learned”
to existing research publications should be made possible in digital
libraries to allow others to learn from these experiences. Collect-
ing and sharing these experiences with researchers may also help
overcome the common “not me” attitude that we have seen in our
study by showing researchers that no matter how well intentioned,
almost all research can impose negative consequences that must be
considered.

Front-load considerations of societal impacts. Recently, con-
ferences require or nudge authors to consider UCs, e.g., by including
broader impact statements in papers. However, critics have raised
concerns that these statements contain speculative fiction and are
published too late in the research process [4]. Front-loading consid-
erations of societal impacts in the research process can avoid the
point of no return, as some of our participants described it. One
possibility is encouraging pilot studies to confirm ethical practices
before conducting large-scale human-subjects experiments [119].
Another possibility is to require submitting an analysis of potential
UCs to funding agencies along with research proposals. Funding
agencies commonly request broader impacts statements, but these
are mostly used to advertise the positive impacts of a research
project rather than to reflect on potential negative consequences.

Two challenges must be addressed to make this happen: First,
authors of a grant proposal would need adequate guidelines and
tools to think through societal impacts. Second, funding agencies
and their reviewers would need to learn how to evaluate such
societal impact statements. A similar processwas successfully tested
at an academic institution [14], though it was cautioned that it can
be perceived as ”burden“ without additional scaffolding.

Therefore, one immediate next step is to invest in research efforts
that can provide guidance to authors and reviewers. Institutions
could further assist researchers with regular consultation by hiring
an ethics advisor similar to the ethics consultation service in most
medical programs [1, 96]. With the onset of more advanced tech-
nology applications, having a technology ethics advisor on staff
to answer researcher questions and review proposals and papers
might alleviate burdens for researchers on their own.

Provide guidelines for reacting to societal impacts. In addi-
tion to the lack of guidelines for considering UCs, our participants
frequently mentioned the lack of guidelines for reacting to them
once they were discovered. Their hesitation to consider societal
impacts may come from knowledge barriers regarding anticipat-
ing and reacting to UCs. In line with Knight’s recommendation
to addressing UCs, we offer two suggestions that aim to “increase
knowledge” about UCs and combine uncertainties within a large-
scale community [67]. First, we advocate creating opportunities
where researchers with similar research topics can share their ex-
periences with considering and addressing UCs. These opportu-
nities, which could be digital platforms (e.g., online forums) or
physical venues (e.g., conferences and workshops), would not only
support researchers by recognizing common UCs within their sub-
disciplines but would also create community and dialogue around
UCs. Second, funding agencies could provide resources similar to

the IUI 2022 program chairs, who have put together a list of links
to papers and tools for authors to audit their projects [2]. Providing
them with checklists and tools to evaluate these analysis reports
will be essential to avoid ethics washing [98]. Altogether, provid-
ing guidelines for such decisions is desirable; we believe that HCI
researchers, given the field’s interdisciplinary nature and focus on
societal impact, are uniquely equipped to drive research in this
direction.

8 LIMITATIONS AND FUTUREWORK
Our work provides insight into the barriers that prevent computer
science researchers from considering and addressing UCs of their
work. One limitation of our work is the relatively limited sample
size and diversity of participants in this study. We selectively spoke
to North American computer science researchers from R1 research
universities. Because academia can be structured differently across
countries, our findings may not reflect either the resources or chal-
lenges that academics in other parts of the world encounter when
considering societal impacts of their work. The focus on R1 institu-
tions additionally means that we cannot conclude the habits and
challenges in considering UCs are similar to R2 or special focus
institutions. Moreover, because we employed purposive sampling,
our findings may not generalize to all computer science researchers;
in particular, we suspect there may be differences if researchers
come from marginalized or minority backgrounds, if their research
addresses ethics, or if their research is further removed from appli-
cations. Future work is needed to investigate whether our findings
and suggestions for supporting computer science researchers in
anticipating UCs generalize to other research institutions within
the US and to other countries.

An additional limitation is our focus on academic computer
science researchers whose applied research products have led to
systems used by the general public. This might have overlooked
opinions by researchers in industry who may be subject to differ-
ent policies and organizational structures within their companies.
We might have missed opinions by researchers in other fields that
are deeply affected by UCs in technology. Future work should ex-
plore how computer science researchers in their specialized sub-
disciplines with varying demographic backgrounds, work experi-
ences, and research experiences enrich our findings.

Our results are also impacted by the possibility of response bias, a
common issue in interview studies. Given the heightened awareness
of societal implications and the blame associated with it, the risk is
that participants may have appeared more concerned about UCs
than they actually are and may have downplayed any UCs that they
have experienced themselves. We did not perceive this as an issue
in their responses, but our findings on the perceived importance of
proactively considering UCs should still be taken with a grain of
salt. Future work could build on these findings with an anonymous
survey or with longitudinal studies on people’s motivations and
actions for considering UCs.

Additionally, our work mainly focuses on how researchers an-
ticipate unintended consequences. Future work should explore the
opportunities and challenges that researchers encounter when re-
acting to unintended consequences in greater detail. Based on our
initial findings from this work, we assume that researchers face
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similar structural and knowledge barriers when responding to un-
intended consequences during the research process.

9 CONCLUSION
In this paper, we share how computer science researchers anticipate
the UCs of their research innovations and the challenges they may
face from doing so throughout the research process. Through our
interviews with 20 computer science researchers affiliated with
North American research universities, we learned that our inter-
viewees do not have a specific process or strategy for considering
UCs. Our interviews surfaced two major barriers to anticipating
UCs for researchers including a lack of formal methods and guide-
lines for anticipating them and academic practices that promote
fast progress and frequent publications. Based on our findings, we
outline key opportunities to support researchers in these efforts
by incentivizing the investigation of UCs throughout the research
process, the creation of new tools to support brainstorming, and the
implementation of reactionary guidelines. We hope that our work
will encourage further discussions on how academic innovators can
be supported in the prevention of unintended effects of technology
on society.
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